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Å Research Scientist at SINTEF ICT since 2010 

 

Å Ph.D. from the University of Oslo 

 

Å Have been working with hyperbolic conservation 

laws on GPUs, shallow water in particular 

Å Getting it 90% correct takes "two weeks" 

Å Getting it 99% correct takes "two years" 

Å Getting it 100% correct is "impossible" 

 

Å My research interests include simulation of physical phenomena, high-performance 

computing, and scientific visualization. 
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About me 
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Å Established 1950 by the Norwegian Institute of Technology. 

Å The largest independent research organisation in Scandinavia. 

Å A non-profit organisation.  

Å .BffBÄ ÇYLNICBEBJa KBh Ĉ OLffLh gBNHLfaÈÃ 

Å Key Figures* 

Å 2123 Employees from 67 different countries. 

Å 2755 million NOK in turnover  

(about 340 million EUR /  440 million USD). 

Å 7216 projects for 2200 customers. 

Å Offices in Norway, USA, Brazil, Macedonia,  

United Arab Emirates, and Denmark. 

About SINTEF 

* Data from SINTEFôs 2009 annual report [Map CC-BY-SA 3.0 based on work by Hayden120 and NuclearVacuum, Wikipedia] 
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Å Short introduction to GPUs 

 

Å Mapping mathematics to computations 

 

Å The shallow water equations 

 

Å Validity of  computed results 

 

Å Higher performance 

Outline 
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Short introduction to GPUs 
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Massive Parallelism: The Graphics Processing Unit 

Performance Memory Bandwidth 

CPU GPU 

Cores 4 16 

Float ops / clock 64 1024 

Frequency (MHz) 3400 1544 

GigaFLOPS 217 1580 

Power consumption ~130 W ~250 W 

Memory (GiB) 32+ 3 
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Å GPUs were first programmed using OpenGL and other graphics languages 

Å Mathematics were written as operations on graphical primitives 

Å Extremely cumbersome and error prone 

 

Early Programming of GPUs 

[1] Fast matrix multiplies using graphics hardware, Larsen and McAllister, 2001 

Input B 

Input A 

Output 

Geometry 

Element-wise matrix multiplication Matrix multiplication 
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Examples of Early GPU Research at SINTEF 

Preparation for FEM (~5x) 

Euler Equations (~25x) 
Marine aqoustics (~20x) 

Self-intersection (~10x) 

Registration of medical 

data (~20x) 

Fluid dynamics and FSI  (Navier-Stokes) 

Inpainting (~400x matlab code) 

Water injection in a fluvial reservoir (20x) 
Matlab Interface 

Linear algebra 

SW Equations (~25x) 
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Examples of GPU Use Today 

0%

2%

4%

6%

8%

10%

12%

14%

aug.2007 jul.2008 jul.2009 jul.2010 jul.2011 jul.2012

GPU Supercomputers on the Top 500 List 

ÅThousands of academic papers 

ÅBig investment by large software 

companies 

ÅGrowing use in supercomputers 
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GPU Programming Languages 

10 

2010 2000 2005 

DirectCompute 

AMD CTM / CAL 

DirectX 

BrookGPU 

OpenCL 

NVIDIA CUDA 

Graphics APIs "Academic" Abstractions C- and pragma-based languages  

AMD Brook+ 

PGI Accelerator 

OpenACC 

C++ AMP 

2015 
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Å The GPU is connected to the traditional CPU 

via the PCI-express bus, which is relatively 

slow 

Å 15.75 GB/s each direction 

 

Å It is a massively parallel processor with high 

bandwidth 

Å 7-10x as fast memory and 

computational speed  as the CPU 

 

Å It has limited device memory 

Å Typically up-to 6 GB 

GPU Architecture 

Multi-core CPU 

GPU 

Main memory 

Chipset 

Device Memory 


